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Abstract—With CPU clock speeds stagnating over the last few years, ongoing advances in computing power and capabilities are being supported through increasing multi- and many-core parallelism. The resulting cost of locally maintaining large-scale computing infrastructure, combined with the need to perform increasingly large simulations, is leading to the wider use of alternative models of accessing infrastructure, such as the use of Infrastructure-as-a-Service (IaaS) cloud platforms. The diversity of platforms and the methods of interacting with them can make using them with complex scientific HPC codes difficult for users. In this position paper, we discuss our approaches to tackling these challenges on heterogeneous resources. As an example of the application of these approaches we use Nekkloud, our web-based interface for simplifying job specification and deployment of the Nektar++ high-order finite element HPC code. We also present results from a recent Nekkloud evaluation workshop undertaken with a group of Ph.D. student users of Nektar++.

I. INTRODUCTION

As computing hardware continues to evolve, it is clear that the future of high-performance computing is diversifying to include a variety of multi- and many-core architectures. The methods under which we access these resources are also rapidly changing, with Infrastructure-as-a-Service (IaaS) cloud platforms and related technologies, such as containerisation, becoming increasingly popular as an alternative to traditional on-site HPC facilities and the support and infrastructure that is required to maintain them. Moreover, the range of different platforms and the different development techniques that they require, together with the process of deploying and configuring jobs to run on these platforms, are now placing increasing demands on the knowledge and skill-sets of developers and users alike. Investigations have been undertaken into how to support the requirements of such environments, for example in the context of e-Science [1], however, new approaches governing how users interact more widely with HPC facilities and how developers create their applications for them are still required.

Users face two main challenges when using modern HPC codes. Firstly, as software continues to evolve and becomes more elaborate, the complexity of the configuration also increases, with a plethora of performance and hardware-specific options and parameters often becoming available. Secondly, as hardware platforms become more diverse, so does the process of building and configuring software to run on these platforms. In this paper we outline our ideas and current efforts to improve the end-user experience, in terms of simplifying and managing complex software configurations, as well as providing a unified approach to deployment across heterogeneous architectures. We are particularly interested in improving access to alternative computing platforms for end-user scientists and researchers.

Traditionally, end-users may have relied on developers to handle the complexities of configuring simulations to run on new platforms. Preparing input data for HPC codes can be difficult and is often not intuitive. If users frequently run the same jobs on the same resources, input data files can often be reused, but where input data needs to be changed to modify the algorithms or target different platforms, this may be challenging and error-prone. Our approach is to use parameter trees to represent and group application parameters. These trees not only allow end-users to understand the options available to them and the decisions that need to be made in order to run code efficiently, but also support developers in understanding code structure to support maintenance and extension of applications. We call these trees application parameter templates and they are discussed in more detail in Section II-A. Rather than just providing a direct representation of an application’s input file(s), the tree structure and parameters are intended to represent decisions based on application semantics and how they relate to different application structures.

As computing has become an integral part of almost all scientific domains, scientists and researchers generally require some familiarity with HPC infrastructure and deployment to clusters via batch scheduling systems such as PBS or Grid Engine. However, with the diverse range of platforms that are now available, traditional batch job submission is not always used, for example on cloud platforms where resources are instantiated as needed. The steps to run a simulation on an IaaS platform are generally significantly different to a local cluster, and many scientific end-users do not necessarily have the technical skills to construct and deploy the virtual machine images which are commonly used on these platforms.

We consider that a natural solution to these issues is an intelligent middleware that abstracts away the complexities of
the hardware and computational methods, captures developers’ knowledge of the software parameter space, and enables users to move seamlessly between platforms within a common environment. The material presented in Section II is based on our ongoing work developing libhpc [2], [3], a framework to support job specification and the flexible execution of HPC applications on heterogeneous infrastructure. In Section III we discuss the outcomes of a workshop held in December 2014 to introduce a group of Ph.D. student users of Nektar++ to the Nekkloud [4] environment and obtain feedback on the system and its usability. We provide concluding remarks in section IV.

II. WEB-BASED JOB CONFIGURATION AND DEPLOYMENT

A. Job specification

While users have the potential to benefit from the new types of computational platform described in Section I, using these systems in a traditional manner adds complexity for users. Generally they must log in to a platform, transfer or create their input data files and then run their job(s). This is after they have organised accounts and credentials to access the platform(s). It is often necessary for them to learn a new environment and commands, whilst understanding details of the target platform’s configuration in order to be able to use it correctly. This is especially true in cloud-based environments, where additional complex tasks such as constructing a virtual image of the software to be run need to be undertaken.

We believe that visual environments for job submission can provide a superior interface to platforms where the user may not be familiar with the underlying infrastructure tools. However, a common complaint is that such environments can remove flexibility or hide important functionality. When working with more complex software and targeting different types of platform, the need to abstract away from the underlying hardware and configuration process becomes more important.

We do this abstraction at two levels – the job specification and the deployment layer. For job specification we use the concepts of application parameter templates and job profiles. A template is designed to represent a series of parameters that cover all the possible decisions that can affect the execution of the target application. These parameters are grouped under headings relating to different application features or areas of functionality and displayed to the user in a suitable graphical manner that makes them easy to browse. A user fills in values in a template in order to specify their job. An example of this tree structure and the user interface is given in Figure 1.

A template that has some or all of its values specified can be stored as a profile. A valid profile – one that has a full set of required template values completed – can be used to run a job. Stored profiles, if set to be public by their creator, can be edited by other users in order to complete additional content until they ultimately become valid profiles that can be used to run a job. The ability to edit and extend partially complete profiles is a powerful concept, enabling collaborative job specification and the ability to store libraries of partially or fully complete profiles. It enables more experienced users to generate pre-built templates for jobs, so that less-experienced users can quickly get started with their intended simulations. Additionally, developers may provide profiles which select optimal performance parameters for different architectures, abstracting this away from the user.

Once a valid profile is selected to run a job, it is transformed from its initial XML-based form into the necessary input file format for the target application. The preparation of metadata and code for transforming a profile into the required input file format is handled by the application developers using guidelines and specifications defined by the libhpc framework.

B. Deployment

On the software deployment side, the libhpc framework makes use of a deployment service that is capable of deploying applications to different types of platform. Our initial focus has been on IaaS clouds and PBS clusters where we have the ability to build on existing tools that simplify access to such platforms for developers. Apache libcloud [5] provides a software layer that offers a simplified interface to access a number of different IaaS cloud providers’ platforms. RADICAL-SAGA provides an access layer, based on the Simple API for Grid Applications, to a range of HPC cluster platforms [6], [7]. A software repository stores software metadata and, where necessary, binaries, enabling the deployment of code and job data to a supported platform on a per-job basis.

These approaches support the development of a user-friendly interface that, whilst only shown here for Nektar++, could be similar in design and structure for a range of different scientific HPC codes, reducing the complexity of presenting parameters to users in a manner that should be more intuitive and self-explanatory. We believe this approach optimises the job specification process for end-users and, in combination with job deployment tools developed in our libhpc I and II projects [3], removes a number of barriers associated with choosing to run code on different hardware platforms.
C. An interface for Nektar++

The focus of our development efforts has been centred around Nektar++ [8], a high-order finite element framework consisting of a number of solvers with applications in various domains including fluid dynamics, aeronautics and cardiac electrophysiology. This software is used by a broad spectrum of users from a variety of different backgrounds, making it an ideal exemplar application for the concepts we present here. Nektar++ users currently work with a number of different HPC infrastructures and so are susceptible to the problems of configuration and deployment we have outlined previously. To address these needs, we have developed Nekkloud [4], a web application for specifying and running Nektar++ jobs. The aims of Nekkloud are to tackle precisely these problems, providing a user-friendly, streamlined interface under which configuration is significantly easier, and deployment can be targeted to a variety of cluster and cloud based infrastructure. An example of the Nekkloud job submission page, in which users can select the solver to use, which architecture to target and specify job parameters, is shown in Figure 2.

III. NEKKLOUD EVALUATION WORKSHOP

An opportunity arose to investigate some of the thoughts and ideas set out in this paper by running a small evaluation workshop for Nekkloud in December 2014. The workshop brought together seven users, with varying levels of experience of the Nektar++ framework, to introduce them to the Nekkloud environment and gain initial feedback on the usability and operation of the system. The Nektar++ users had not seen Nekkloud before and we hoped to achieve the following in running the workshop with this group of users:

- Feedback on the design and structure of Nekkloud and means of specifying jobs.
- Understand how new users interact with the system. What problems do they have with the system? What is unclear?
- Identify any lack of clarity in instructions, processes or wording provided in the interface.
- Feedback as to the suitability of documentation.
- Suggestions of additional features or modifications that they would consider valuable.
- Test reliability when using our local test cloud platform.

A. Workshop structure

The workshop attendees were either Ph.D. students or researchers undertaking work in different scientific domains, making use of Nektar++ to run simulations to support their research. The workshop was designed to allow us to obtain as much feedback as possible from a group of new users who were previously unfamiliar with the Nekkloud system.

The workshop consisted of two sessions. In the first session, users were given the URL of the Nekkloud environment and invited to spend approximately 45 minutes to see what they could achieve with the system using only the resources available in the web application. This included documentation and a sample mesh geometry for each of the solvers Nekkloud supports. Our aim was to investigate whether users could navigate the system, without external interaction, to submit their own jobs and find any shortcomings with the interface. On completion of this stage of the workshop, a feedback discussion was held to allow each attendee to report on what they achieved, what challenges they faced and any suggestions they had for possible improvements.

A second session was then run in a similar fashion to the first, following a short presentation providing more information about the system and its operation. Attendees were asked to bring a small sample geometry of their own to the workshop and the aim for this second session was to run a job based on their own geometry rather than one of the samples provided. A further feedback discussion was then held to obtain any additional comments based on having gained further knowledge of the system.

B. Workshop outcomes

The workshop served as a valuable exercise in assessing user perspectives on our model of using templates and profiles to specify Nektar++ jobs and to see how intuitive users would find this approach. The vast majority of user feedback was positive, but important issues were raised and these will be addressed in ongoing development of the system. The comments received can be broadly grouped into three areas: technical, usability and feature-related. We now look at the feedback provided in each of these areas.

1) Technical: The majority of issues raised by users were in relation to technical issues or observations, such as the use of a self-signed certificate for SSL-based access, downloading or viewing data files, and whether files should be displayed or trigger a save request when clicked. These are all expected to be addressed in future development.

2) Usability: By far the most important feedback obtained was the usability of the system. Feedback was generally very positive but some particular feature requests and general
comments were made. Documentation was considered to be clear and the job submission page was felt to be intuitive. The profile system, lying at the heart of the features we felt users could most benefit from, was deemed to be very useful. Whilst some minor technical glitches, which we were aware of before the workshop, tarnished the experience slightly, users could appreciate the benefits of easily changing parameters within their jobs and the use of pre-determined profiles. Some comments were made about a lack of clarity, when viewing job profile trees, about where required values needed to be entered. This can make it difficult for the user to identify the specific values that they need to add when working with a partially complete tree.

3) Features: The final area where comments were received was in terms of feature requests for the Nekkloud platform. Particular requests included:

- more detailed resource specification information;
- clearer job execution progress information;
- improved output file naming; and
- marking default values when editing templates.

While this study was small and was not backed by a questionnaire or other material to enable us to more easily tie the outputs to specific metrics, we consider that as a first stage in evaluating our software and identifying the most significant areas to focus ongoing development, it was a valuable exercise. Users appreciated the simplicity of deploying their code to a cloud platform, potentially giving them immediate access to a much wider range of resources when running their jobs. We plan to undertake further interactive workshops in due course and hope to get more detailed input from a larger number of users as our system progresses.

IV. Conclusion

Configuration of HPC jobs can be a challenge for users running complex scientific codes. When working with a single platform such as a local cluster and regularly running similar jobs, users may go through the task of creating a base configuration once and then be able to re-use this configuration on many occasions. While modern, flexible HPC infrastructure offers a number of potential benefits to scientists and researchers, it raises the prospect of having to make configuration changes to support different target platforms on a per-job basis. The configuration processes and means of interaction can differ significantly between platforms and require a range of knowledge in order to be able to use them effectively. Furthermore, in an environment where many users are not from a computer science background and may have limited HPC knowledge, providing an effective user experience is considered to be the most important aspect to ensure take up of new environments.

This paper has described some of the challenges of working with complex scientific software on heterogeneous infrastructure and our approaches to overcoming them. It has discussed our use of application parameter templates and job profiles to help end-users undertake job configuration, both independently, and collaboratively with colleagues or other stakeholders. To address the related challenge of simplifying the process of deploying codes to heterogeneous infrastructure we have discussed the use of web-based interfaces and associated software services to provide an abstraction layer between the end-user and the complexities of software deployment. While this approach has so far been demonstrated in the context of the Nektar++ finite element framework and the Nekkloud web application, being developed as part of the libhpc project, we believe it to be an effective solution to ensuring users can keep pace with advancing technology and consider that it is equally applicable to a wide range of other scientific areas.

To obtain feedback on our approaches to job specification and execution, a small-scale Nekkloud evaluation workshop was carried out to introduce the prototype Nekkloud system to a group of scientific HPC users. While this highlighted a number of specific technical concerns, the overall feedback in relation to both the deployment and job specification aspects was positive and participants said that they would be willing to use such a platform for their research.

While efficient management and use of modern HPC infrastructure models is an ongoing challenge, we believe that with further development, our approach has the potential to offer HPC users greater flexibility and a more acceptable user experience when undertaking their HPC jobs.
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